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Future of Deep Learning 
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• Neural architectures that combine  

long-term memory with learning 

component that can read and write  

to it 

−Neural Turing Machines  

(Graves et al., 2014) 

−End-To-End Memory Networks 

(Sukhbaatar et al., 2015) 

−Dynamic Memory Networks  

(Kumar et al., 2016) 
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Memory Networks 
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• Network models that sequentially 

focus on a subset of the input, 

process it, and then shifts its focus 

to another part of the input. 

−Deep Recurrent Attentive Writer 

(DRAW)  

(Gregor et al., 2015) 

−Show, Attend and Tell  

(Xu et al., 2015) 
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Spatial Attention Models 
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• Using deep networks to represent 
value function/policy/model and 
optimize them in an end-to-end 
fashion 
−Deep Q-network (DQN) 

(Mnih et al., 2015) 

−AlphaGo (Silver et al., 2016) 
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Deep Reinforcement Learning 
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https://www.edge.org/response-detail/26794 
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Deep Learning Research at  
 

                   &  PARRSLAB 
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Hyperspectral Data Classification using Deep CNN 
Ground Truth  Classification Result 

Proposed CNN 

architecture 

• Mesut Salman and 

S. Esen Yuksel 

 

16 May 2016 

13:30-15:00 – 

Computer Vision I  

(Kilimli Salonu) 



PARRSLAB 

11 

Summarization of Image Collections 

• Given a personal image collection, we obtain its visual summary using intrinsic image 

properties. 
 

• Summarizing Personal Image Collections withIntrinsic Properties 

17 May 2016 10:30-12:30 – Special Session 7  

(Dilaver Salonu) 

Images are 

represented  

with deep features. 
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Image Captioning in Turkish 

• For a given image, we generate its Turkish description in an automatic manner. 
 

• TasvirEt: A Benchmark Dataset for Automatic Turkish Description Generation from Images 

18 May 2016 13:30-15:00 – Computer Vision V (TURKTELEKOM Salonu) 

Karda yürüyen kırmızı montlu bir adam 

Images are represented 

with deep features. 


